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STATE SYNCHRONIZATION OF ACCESS
ROUTERS

CROSS-REFERENCE

This application is a divisional of U.S. patent application
Ser. No. 11/486,650, filed Jul. 14, 2006 and entitled “STATE
SYNCHRONIZATION OF ACCESS ROUTERS” which
claims priority to U.S. Provisional Patent Application Ser.
No. 60/718,363, filed Sep. 19, 2005 and entitled “METHODS
AND APPARATUS FOR THE UTILIZATION OF MOBILE
NODES FOR STATE TRANSFER AS PART OF A HAND-
OFF OPERATION™; and U.S. Provisional Patent Application
Ser. No. 60/796,653, filed on May 1, 2006 and entitled “A
METHOD AND APPARATUS FOR MOBILITY AWARE
RESOURCE CONTROL” (Park). This application is also
related to U.S. patent application Ser. No. 11/288,597, filed
Nov. 29, 2005 and entitled “METHODS AND APPARATUS
FOR THE UTILIZATION OF MOBILE NODES FOR
STATE TRANSFER”; U.S. patent application Ser. No.
11/316,602, filed Dec. 22, 2005 and entitled “COMMUNI-
CATIONS METHODS AND APPARATUS USING PHYSI-
CAL ATTACHMENT POINT IDENTIFIERS”; U.S. patent
application Ser. No. 11/316,376, filed Dec. 22, 2005 and
entitled “COMMUNICATIONS METHODS AND APPA-
RATUS USING PHYSICAL ATTACHMENT POINT
IDENTIFIERS WHICH SUPPORT DUAL COMMUNICA-
TIONS LINK”; U.S. patent application Ser. No. 11/316,603,
filed Dec. 22, 2005 and entitled “METHOD AND APPARA-
TUS FOR END NODE ASSISTED NEIGHBOR DIS-
COVER”; and U.S. Pat. No. 6,862,446, filed Feb. 18, 2003
and entitled “METHODS AND APPARATUS FOR THE
UTILIZATION OF CORE BASED NODES FOR STATE
TRANSFER” This application is additionally related to the
following co-filed patent applications: U.S. patent applica-
tion Ser. No. 11/487,446, filed Jul. 14, 2006, entitled “PRO-
VISION OF A MOVE INDICATION TO A RESOURCE
REQUESTER” (Park, et al.); U.S. patent application Ser. No.
11/486,649, filed Jul. 14, 2006, entitled “PACKET ROUT-
ING IN A WIRELESS COMMUNICATIONS ENVIRON-
MENT” (Park, et al.); U.S. patent application Ser. No.
11/486,654 filed Jul. 14, 2006, entitled “PROVISION OF
QOS TREATMENT BASED UPON MULTIPLE
REQUESTS” (Park, et al.); and U.S. patent application Ser.
No. 11/486,655, filed Jul. 14, 2006, entitled “STATE SYN-
CHRONIZATION BETWEENACCESS ROUTERS” (Tsirt-
sis, et al.). The entireties of each of the aforementioned appli-
cations are incorporated herein by reference.

BACKGROUND

1. Field

The invention relates to communication systems and, more
particularly, to synchronization between access routers in
wireless communication systems.

II. Background

Communication systems frequently include a number of
network nodes through which end nodes (e.g., mobile
devices) communicate. End nodes communicate with net-
work nodes directly through connections that have been
established with the network nodes. Such systems usually
rely on the existence of a bidirectional communications link
between an end node and an access node to support two-way
communications. In such systems, the end node my not know
the network layer address of a target destination network node
but may be aware of information that it can receive over
broadcast channels.
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In some systems, end nodes are capable of maintaining
multiple bidirectional communications links with different
network nodes at substantially the same time. However, such
systems typically require the end nodes to send messages
intended for a specific network node, with which the end node
has a connection, over the link that is directly connected to
that specific network node. This approach might not be effi-
cient in some situations especially for wireless link that can
fluctuate in terms of quality (e.g., delay and toss characteris-
tics). As a result, the link to the target destination network
node may not be the best link available to the end node at the
time a message is to be sent to the network node. Typically,
this limitation is overcome by resorting to network layer
communications that can be routed through multiple hops due
to the user of network layer addresses (e.g., I[P addresses).
This approach of using network layer address may not be
efficient especially when the messaging relates to link layer
specific functions because network layer messages can be
much larger than link layer messages in some systems. In
addition, inefficient signaling is not suitable for communica-
tions over resource restricted air links.

Network nodes that are serving neighboring geographical
cells are typically known to each other through a manual
configuration. During such configuration, various parameters
are configured in a network node corresponding to several of
its neighbors. Such configuration is typically labor intensive
and error prone due to human error and the fact that the
network layout of a wireless networks often changed relevant
to a gradual phased deployment of a wireless communica-
tions system.

In addition, the network nodes might not be aware of which
of the other network nodes are serving the same end node.
Thus, if there is a change in the state of the end node, it is
unknown which, if any, of the other network nodes should
have the state change information. This information regard-
ing the state of the end node is important to maintain a con-
sistent and reliable user experience.

Therefore, to overcome the aforementioned as well as
other deficiencies, there is a need to communicate the state
change information efficiently to maintain synchronization
between network nodes.

SUMMARY

The following presents a simplified summary in order to
provide a basic understanding of some aspects of the dis-
closed embodiments. This summary is not an extensive over-
view and is intended to neither identify key or critical ele-
ments nor delineate the scope of such embodiments. Its sole
purpose is to present some concepts of the described embodi-
ments in a simplified form as a prelude to the more detailed
description that is presented later.

In accordance with one or more embodiments and corre-
sponding disclosure thereof various aspects are described in
connection with updating access routers with wireless termi-
nal state information. An access router can be at least abase
station, an access point, a packet data serving node (PDSN),
and/or a gateway general packet radio services (GPRS) sup-
port node. A wireless terminal state can be at least a terminal
identification, a quality of service configuration, authoriza-
tion parameters, and/or a timer associated with system use.

According to an embodiment is a method for state change
synchronization with multi-party handshake. The method
includes sending a first message to a first access router. The
first message includes a first indicator for the first access
router and at least a second indicator for at least a second
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access router. The method also includes receiving an
acknowledgment of the first message from the at least a
second access router.

In accordance with another embodiment is an apparatus
that facilitates state synchronization of access routers. The
apparatus includes a processor that transmits a communica-
tion to a first access router. The communication can include a
first address for a first access router and at least a second
address for at least a second access router address. The appa-
ratus also includes a receiver that receives a completion mes-
sage from the second access router.

According to a further embodiment is an apparatus for state
change synchronization. The apparatus includes a means for
conveying a first message to a first access router. The first
message includes a first address of the first router address and
atleast a second address of at least a second access router. The
apparatus further includes a means for accepting at least a
subset of the first message from the second access router.

According to another embodiment is a computer-readable
medium having stored thereon computer-executable instruc-
tions for updating a multitude of access routers with state
change information. The instructions include communicating
amessage to a first access router. The message includes astute
change of a wireless terminal, an address of the first access
router, and at least a second address of at least a second access
router. The instructions further include receiving an acknowl-
edgment of the message from the second access router.

Still another embodiment is a processor that executes com-
puter-executable instructions for communicating a state
change to a multitude of access routers. The computer-ex-
ecutable instructions include conveying a message to a first
access router. The message includes a first address of the first
access router, at least a second address of at least a second
access router, and a return address for a wireless device. The
computer-executable instructions further include acquiring at
least a subset of the message from the second access router.

Another embodiment includes a method for updating a
multitude of access routers with terminal state information.
The method includes receiving at a first access router a mes-
sage having an address for a second access router and an
address for at least a third access router. The method further
includes routing at least a subset of the message to one of the
second and the third access router.

Still another embodiment is an apparatus that facilitates
performance consistency of a wireless user device. The appa-
ratus includes a processor that accepts a message from a
wireless device. The message includes an indicator for a first
access router, an indicator for a second access router, and an
indicator for at least a third access router. A memory that
stores information related to a state change of the wireless
device is included in the apparatus. Also included is a trans-
mitter that transmits at least a subset of the message and the
state change to the second access router.

In accordance with another embodiment is an apparatus for
synchronizing access routers with wireless terminal state
change information. Included in the apparatus is a means for
acquiring a message from a wireless terminal and a means for
communicating at least a subset of the message to the second
access router. The message can include an address for the first
access router, an address for a second access router, an
address for at least a third access router, and an address for the
wireless terminal.

According to another embodiment is a computer-readable
medium having stored thereon computer-executable instruc-
tions for state change synchronization between a multitude of
access routers utilizing multiparty handshake. The instruc-
tions include accepting at a first access router a communica-
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tion for a wireless terminal and transmitting at least a subset
of the communication to a second access router. The commu-
nication can include a wireless terminal address, an indicator
for the first access router, an indicator for the second access
router, and an indicator for at least a third access router.

In accordance with a further embodiment is a processor
that executes computer-executable instructions for state
change synchronization. The instructions include receiving a
message that includes a first address of a first access router, a
second address of a second access router, and at least a third
address of at least a third access router. The instructions also
include conveying at least a subset of the message to the
second access router.

According to a further embodiment is a method for uni-
formly updating a multitude of access routers with wireless
terminal state change information. The method includes
receiving a first message at a first access router, the message
including a first indicator for the first access router and at least
a second indicator for at least a second access router and a
state of a wireless terminal. The method further includes
sending at least a subset of the first message to the second
access router.

Still another embodiment is an apparatus that facilitates
state information synchronization between access routers.
The apparatus includes a processor that receives a communi-
cation that includes a state of a wireless device, an address for
a first access router, and an address for at least a second access
router. Also included in the apparatus is a memory that stores
information related to the state of the wireless device and a
transmitter that transmits at least a portion of the communi-
cation to the second access router.

In accordance with another embodiment is an apparatus
that facilitates performance consistency of a wireless device.
The apparatus includes a means for accepting at a first access
router a message from a second access router and a means for
conveying at least a subset of the message to a third access
router. The message includes a changed state of a wireless
device, an address for the first access router, and an address
for at least the third access router.

Still another embodiment is a computer-readable medium
having stored thereon computer-executable instructions for
state synchronization among access routers. The instructions
include acquiring at a first access router a communication.
Included in the communication is an identification of the first
access router, an identification of at least a second access
router, and a state of a wireless device. The instructions also
include transmitting at least a subset of the communication to
the second access router.

According to another embodiment is a processor that
executes computer-executable instructions for synchronizing
wireless terminal state changes. The instructions include
receiving at a first access router a message that includes a state
change for a wireless terminal and transmitting at least a
subset of the message to at least a second access router. The
message includes an address for the first access router and an
address for at least a second access router.

In accordance with another embodiment is a method for
updating an access router with wireless terminal state infor-
mation. The method includes receiving a first message at a
first access router. The message includes a first access router
indicator and a least a state of a wireless terminal. The method
further includes sending an acknowledgment of the first mes-
sage to the wireless terminal.

Still another embodiment is an apparatus that synchronizes
an access router with wireless device state information. The
apparatus include a processor that receives a message that
includes a wireless device state information. Also included in
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the apparatus is a memory that stores the wireless device
information in a retrievable format. A transmitter that trans-
mits at least a subset of the message to the wireless device as
an acknowledgment of successful receipt of the first message
is also included in the apparatus.

In accordance with another embodiment is an apparatus
that facilitates synchronization of wireless state information
at an access router. The apparatus include a means for accept-
ing at a first access router a communication from a second
access router. Also included is a means for transmitting an
acknowledgment of the communication to the wireless
device. The message can include an address of the first access
router and a state of a wireless device.

Yet another embodiment is a computer-readable medium
having stored thereon computer-executable instructions for
providing a uniform wireless terminal user experience. The
instructions include receiving a communication that includes
a first access router address and a state change for a wireless
device. The instructions further include conveying at least a
subset of the message to the wireless device.

A further embodiment includes a processor that executes
computer-executable instructions for state synchronization of
an access router. The instructions include accepting at a first
access router a message and outputting to a wireless device at
least a subset of the message. The message can include an
address of the first access router and a changed state for the
wireless device.

To the accomplishment of the foregoing and related ends,
one or more embodiments comprise the features hereinafter
fully described and particularly pointed out in the claims. The
following description and the annexed drawings set forth in
detail certain illustrative aspects and are indicative of but a
few ofthe various ways in which the principles of the embodi-
ments may be employed. Other advantages and novel features
will become apparent from the following detailed description
when considered in conjunction with the drawings and the
disclosed embodiments are intended to include all such
aspects and their equivalents.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a wireless communications system for
stay change synchronization with multi-party handshake.

FIG. 2 illustrates an embodiment of a wireless communi-
cations system for state change synchronization with multi-
party handshake at the system core.

FIG. 3 illustrates a methodology for communicating access
router information for synchronization of state information.

FIG. 4 illustrates a methodology for receiving a state
change notification and conveying at least a subset of the state
change information.

FIG. 5 illustrates a methodology for routing terminal state
information for synchronization between access routers.

FIG. 6 illustrates a methodology for synchronizing a ter-
minal state and providing an acknowledgment upon success-
ful receipt of the state information.

FIG. 7 illustrates a wireless communications system for
synchronization of state information between multiple access
routers.

FIG. 8 illustrates an embodiment of a wireless communi-
cations system for synchronization of state information
between multiple access routers at the system core.

FIG. 9 illustrates a methodology for communicating state
information for synchronization of access routers.

FIG. 10 illustrates a methodology for state synchronization
of multiple access routers with minimal communication from
a wireless terminal.
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FIG. 11 illustrates a wireless device that communicates
with an access router in accordance with the various embodi-
ments.

FIG. 12 illustrates an access router that facilitates state
synchronization.

FIG. 13 illustrates a block diagram of an apparatus for state
change synchronization.

FIG. 14 illustrates a block diagram of an apparatus for
synchronizing access routers with wireless terminal state
change information.

FIG. 15 illustrates a block diagram of an apparatus that
facilitates performance consistency of a wireless device.

FIG. 16 illustrates a block diagram of an apparatus that
facilitates synchronization of wireless state information at an
access router.

FIG. 17 illustrates a network diagram of an exemplary
communications system implemented in accordance with the
various embodiments.

FIG. 18 illustrates an exemplary base station implemented
in accordance with the embodiments presented herein.

FIG. 19 illustrates an exemplary wireless terminal imple-
mented in accordance with various embodiments presented
herein.

DETAILED DESCRIPTION

Various embodiments are now described with reference to
the drawings. In the following description, for purposes of
explanation, numerous specific details are set forth in order to
provide a thorough understanding of one or more aspects. It
may be evident, however, that such embodiment(s) may be
practiced without these specific details. In other instances,
well-known structures and devices are shown in block dia-
gram form in order to facilitate describing these embodi-
ments.

As used in this application, the terms “component,” “mod-
ule,” “system,” and the like are intended to refer to a com-
puter-related entity, either hardware, firmware, a combination
of hardware and software, software, or software in execution.
For example, a component may be, but is not limited to being,
a process running on a processor, a processor, an object, an
executable, a thread of execution, a program, and/or a com-
puter. By way of illustration, both an application running on
a computing device and the computing device can be a com-
ponent. One or more components can reside within a process
and/or thread of execution and a component may be localized
on one computer and/or distributed between two or more
computers. In addition, these components can execute from
various computer readable media having various data struc-
tures stored thereon. The components may communicate by
way of local and/or remote processes such as in accordance
with a signal having one or more data packets (e.g., data from
one component interacting with another component in a local
system, distributed system, and/or across a network such as
the Internet with other systems by way of the signal).

Furthermore, various embodiments are described herein in
connection with a user device. A user device can also be
called a system, a subscriber unit, subscriber station, mobile
station, mobile device, remote station, access point, base
station, remote terminal, access terminal, handset, host, user
terminal, terminal, user agent, wireless terminal, wireless
device, or user equipment. A user device can be a cellular
telephone, a cordless telephone, a Session Initiation Protocol
(SIP) phone, a wireless local loop (WLL) station, a Personal
Digital Assistant (PDA), a handheld device having wireless
connection capability, or other processing device(s) con-
nected to a wireless modem.
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Moreover, various aspects or features described herein
may be implemented as a method, apparatus, or article of
manufacture using standard programming and/or engineer-
ing techniques. The term “article of manufacture” as used
herein is intended to encompass a computer program acces-
sible from any computer readable device, carrier, or media.
For example, computer readable media can include but are
not limited to magnetic storage devices (e.g., hard disk,
floppy disk, magnetic strips . . . ), optical disks (e.g., compact
disk (CD), digital versatile disk (DVD). .. ), smart cards, and
flash memory devices (e.g., card, stick, key drive . . . ).

Various embodiments will be presented in terms of systems
that may include a number of device, components, modules,
and the like. It is to be understood and appreciated that the
various systems may include additional devices, components,
modules, etc. and/or may not include all of the devices, com-
ponents, modules etc. discussed in connection with the fig-
ures. A combination of these approaches may also be used.

With reference now to the drawings, FIG. 1 illustrates a
wireless communications system 100 for state change syn-
chronization with multi-party handshake. A wireless terminal
102 can be capable of communicating with multiple access
routers at substantially the same time (e.g., multiple links to
direct access routers) without the need for a handoff (e.g.,
wireless device is stable) between access routers. As illus-
trated, wireless terminal 102 can communicate with a first
access router (Access Router,) 104, a second access router
(Access Router,) 106, and at least a third access router (Ac-
cess Router,,) 108, wherein N can be any integer equal to or
greater than one. An access router is a device with built-in
routing-protocol support and can be a base station, an access
point (e.g., IEEE 802.11 access point, IEEE 802.11
(WiMAX) access point, IEEE 802.20 access point), a packet
data serving node (PDSN), a gateway general packet radio
services (GPRS) support node, FLASH OFDM, or some
other terminology. It should be understood that while only
one wireless terminal 102 is illustrated, multiple wireless
terminals could be in communication with access routers 104,
106, and 108 at substantially the same time.

Generally, wireless terminal 102 is in an active state of
operation (including a hold state of operation) with one or
more of the access router 104, 106, or 108 at any given time.
The link with each access router 104, 106, or 108 is indepen-
dent. During the active state of operation communication
with the access router, a state of wireless terminal 102 might
change. For example, when a voice call is set up though an
access router, there is a communication through the access
router and a new piece of state (e.g., changes in the quality of
service configuration to accommodate the voice call) is cre-
ated. To maintain that voice call, each access router with
which the wireless terminal communicates though should
have information regarding the new piece of state. Therefore,
the state should be replicated in the other access routers, such
as through a dynamic synchronization.

Either or both wireless terminal 102 and access router 104,
106, 108 may be aware of the change in the state of the
wireless terminal and can notify each other of such a state
change. Such a change may occur based on the type of com-
munication to be transmitted (e.g., voice, imagery, text, and
the like), on the amount of system 100 traffic, or some other
condition that affects the communication link between wire-
less terminal 102 and access routers 104, 106, and 108. The
state of wireless terminal 102 might also change due to an
external event (e.g., a server changing a time), even when
wireless terminal 102 is in a hold or sleep state. Examples of
a state of wireless terminal 102 include but are not limited to
a terminal identification, security parameters (e.g., keys), a
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quality of service (QoS) configuration, authorization param-
eters, timers associated with system use, a condition of a link,
etc. The terminal identification provides information as to
which wireless terminal 102 the communication applies.
Security parameters provide information as to what keys are
used for one of authentication, encryption, and derivation of
other keys between the access router and the wireless termi-
nal. QoS configuration for wireless terminal 102 allows traffic
to be handled in higher or lower priority, more or less prob-
ability of delay, and more or less probability of loss. The
authorization parameters can include information regarding
actions a user of a particular wireless device can or cannot
perform. The timers associated with system 100 use my indi-
cate the expiration of a time after which wireless terminal 102
is no longer authorized to use the system, or vice versa. There
is a multitude of other states that access router(s) 104, 106,
and 108 may hold for a wireless terminal 102, and which
should be synchronized among access routers 104, 106, 108
to provide a consistent user experience.

Other exemplary states include, but are not limited to the
following: HaAddress, HoAddress, MIPLifetime, Hom-
eNAI, TempNAI, LocationUpdatelnterval, PagingCycle,
MSK, MSKLife. HaAddress is an IP Address of the HA used
by the subscriber. HoAddress is an IP Address assigned to the
subscriber. MIPLifetime is the Lifetime of the HoAddress.
HomeNALI is the Home Network Access Identifier and is the
permanent and globally unique identifier of the subscriber.
TempNAI is a Temporary Network Access Identifier and is a
locally unique identifier assigned to the subscriber. Location-
Updatelnterval is the maximum interval in which the terminal
must send location update messages when it is in a sleep state.
PagingCycle is the frequency in which the terminal must
check the paging channel for pages. MSK is a Master Session
Key, which is a Key derived from the authentication phase
during access. It is utilized to derive airlink keys for encryp-
tion/authentication. MSKLife is the Lifetime of the MSK.

At substantially the same time as the state of wireless
terminal 102 changes, a new piece of the state (shown as dot
110) is created in access router 104 aware of the state change.
It should be understood that white the following discussion
relates to access router 104 being the base station that is aware
of the state change, any access router can be aware of the
change and the following applies equally to any access router
104, 106, and 108. Access router 104 can send an optional
message 112 to wireless terminal 102 indicating a state
change. In accordance with some embodiments, wireless ter-
minal 102 may be aware of the state change and does not need
a message from access router 104. In some embodiments,
access router 104 may not be aware of the state change, thus,
there is no message sent to wireless terminal 102, however,
wireless terminal 102 should notify access router 104 of the
state change and the change 110 is created in access router
104.

Wireless terminal 102 can forward a message 114 to any
access router 104, 106, or 108 indicating that there is a state
change. If wireless terminal 102 sends the message to access
router 104 aware of the state change, the message does not
have to provide the state change information. If, however,
wireless terminal 102 sends a notification of a state change in
message to a different access router 106 or 108, as illustrated,
the message should contain the state change information in
order for the other access routers in communication with
wireless terminal 102 to have a new piece of the state (illus-
trated as dots 116 and 118).

Message 114 sent by wireless terminal 102 can include a
listing of access routers 104, 106, 108 to which wireless
terminal 102 can communicate without a handoff occurring.
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The link between wireless terminal 102 and the access routers
to which message 114 is not sent does not have to be an active
state of operation (e.g., hold, sleep). In accordance with some
embodiments, message 114 includes an address of wireless
terminal 102. Message 114 can include an indicator of the
access router(s), which can be a network address or IP
address, a physical layer address, a connection identification
(CID), a lower layer address or link layer address, a Logical
Link Control (LLC) identification, or another means of iden-
tifying or distinguishing the access routers.

Access router 108 at substantially the same time as receiv-
ing message 114, identifies itself as one of the access routers
included in message 114. If state information is included in
the message, and access router 108 is not aware of the state
information, access router 108 can store the information 116
in a storage medium. The information should be retained in a
readily accessible manner to allow for identification and
retrieval of the state information when a subsequent commu-
nication is received from (or intended for) wireless terminal
102. Access router 108 can mark its address as having
received the message or simply remove its address or identi-
fier from the message in accordance with some embodiments
prior to routing the remaining portion of the message to
another access router. Marking the address, rather than
removing the address allows other access routers to know
which access routers in the list have already received and
synchronized the state information. In accordance with some
embodiments, the message is sent to access router 104 that
notified wireless terminal 102 of the state change, and there-
fore, message (sent to access router 104) does not include the
state information. In such embodiments, access router 104
can append the state information to the message (prior to
forwarding to another access router identified in message.

The next access router 106 stores the state change infor-
mation 118 in a retrievable format. An identification of access
router 106 can be marked as synchronized or removed from
the message and the subset of the message forwarded 122 to
the next access router 104. Each access router performs a
similar function until the last access router in the list receives
the information. This last access router, after recording the
state change information, forwards the message or an
acknowledgment (ACK) 120 to wireless terminal 102. ACK
120 can be message 114, a subset of message 114, or another
communication notifying wireless device 102 that the access
routers identified in message 114 have been updated with the
state information. In such a manner, information is exchanged
between access routers 104, 106, and 108, and an acknowl-
edgment 120 sent to wireless terminal 102 without the need
for wireless terminal 102 to communicate individually with
each access router 104, 106, and 108.

FIG. 2 illustrates an embodiment of a wireless communi-
cation system 200 for state change synchronization with
multi-party handshake at the system core. It should be under-
stood that while the various embodiments shown and
described herein refer to a state change, the disclosed tech-
niques can work equally well in other situations. An example
of such a situation includes when a wireless device is new to
a communications system and, thus, access router(s) need to
be synchronized to communicate with wireless device.
Another situation occurs when a new access router entering
the communications system and should be synchronized with
the wireless terminal state information.

A wireless terminal 202 can communicate with a first
access router (Access Router,) 204, a second access router
(Access Router,) 206, and at least a third access router (Ac-
cess Router,,) 208, wherein N can be any integer equal to or
greater than one. Each access router 204,206, 208 can operate
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in arespective geographic area or cell, depicted as dotted lines
and labeled “Cell A” 210, “Cell B” 212, and “Cell Z” 214,
wherein Z is an integer greater than or equal to one. Each cell
210, 212, 214 can have one or more base stations. For
example, Cell A 210 includes Base Station, , 216 and Base
Station,,, 218, Cell B 212 includes Base Station, z 220 and
Base Station, ; 222, and Cell Z 204 includes Base Station,
224 and Base Station,,, 226, wherein M is an integer greater
than or equal to zero. Each base station 216-226 communi-
cates with a respective access router 204, 206, or 208, through
a network 228, 230, 232.

The access routers 204, 206, 208 contain the terminal state
information and no state information is maintained at the base
station 216-226 level. Since wireless terminal 202 can com-
municate with devices in any cell 210, 212, and 214, synchro-
nization of terminal state information should be synchronized
among access routers 204, 206, 208 to maintain a consistent
user experience. The transfer of terminal state information is
similar to that shown and described with reference to the
above figure.

Wireless terminal 202 at substantially the same time as
receiving notification of a state change (either from an access
router (shown as optional communication 234, or based on its
own knowledge), notifies 236 an access router 208 of the state
change and includes an indicator for the access routers to
which the wireless terminal 202 is connected. Although the
communication to access router 208 is illustrated as travers-
ing through base station 224, the communication can be
through either base station 224 or 226. Access router 208,
maintains the state change 238 in a retrievable format. In
accordance with some embodiments, access router 208 can
mark or otherwise identify its address as being synchronized
with the information or remove its own address from the
message, and forward the remaining subset of the message
240 to the next access router 206 identified in message 236.
The terminal state 242 is recorded in access router 206 and a
message 244 forwards to the next identified access router 204.
Message 244 can be a subset of message 240 or 236 with the
address of access router 206 marked or removed. This process
continues until the state change information is received at the
last access router 204 identified in message 236. The last
access router 204 records the state change 246 and forwards
an ACK 248 to wireless terminal 202, which can be the last
address included in the message 236. It should be understood
that while communication with wireless terminal 202 has
been illustrated as flowing through a particular base station,
the communication can be transferred through any base sta-
tion.

FIG. 3 illustrates a methodology 300 for communicating
access router information for synchronization of state infor-
mation. While, for purposes of simplicity of explanation, the
methodologies are shown and described as a series of blocks,
it is to be understood that the disclosed embodiments are not
limited by the number or order of blocks, as some blocks may
occur in different orders and/or concurrently with other
blocks than what is depicted and described herein. Moreover,
not all illustrated blocks may be required to implement the
described methodologies. A methodology could alternatively
be represented as a series of interrelated states or events, such
as in a state diagram. It is to be appreciated that the function-
ality associated with the blocks may be implemented by soft-
ware, hardware, a combination thereof or any other suitable
means device, system, process, component). Additionally, it
should be appreciated that the methodologies disclosed
throughout this specification are capable of being stored on an
article of manufacture to facilitate transporting and transfer-
ring such methodologies to various devices.
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Methodology 300 begins at 302 where a state change noti-
fication is received at, for example, a wireless terminal. The
state change can relate to how the network performs with
respectto the wireless terminal, a condition of a link, a quality
of service configuration, an authorization parameter, a termi-
nal identification, timers associated with system use, or other
information. The state change notification can be received
from an access router that has an active link with the wireless
terminal. In some embodiments, the wireless terminal can
receive the state change notification from a processor or other
device internal to the wireless terminal that detects or pro-
cesses the state change. Thus, receiving the notification from
a source external to the wireless device is optional.

At 304, a message is sent to an access router. The message
can be sent over an Internet protocol, in an application that is
currently running, or though other communication means.
The message can include a listing of at least two access
routers to which wireless terminal is linked and to which
wireless terminal can communicate without the need for a
handoff. The listing of access routers can include a specific
route that the message should take through the access routers
(e.g., source-based routing). In some embodiment, the listing
includes the access routers but not routing information (e.g.,
the routing among access routers can take any path). The
listing of access routers can include an indicator, such as an
address or other means of identifying the access routers. If the
message is sent to an access router that sent a notification, at
302, the message may not include the state change informa-
tion. However, if the notification received, at 302, was not
from an access router, or if the message, sent at 304, is to a
different access router than the one that sent a notification, at
302, the message should include the state change informa-
tion. It is to be understood that the wireless terminal may not
necessarily understand or process the state change, but should
know that there is a state change in order to convey the
appropriate message at 304. Included in the message canbe a
resource reservation protocol. In some embodiments, the
message can include an encryption key and/or timers associ-
ated with an encryption key.

A determination is made, at 306, whether an acknowledg-
ment (ACK) has been received from an access router different
from the access router to which the message was sent, at 304,
such as the list access router in the message. If an ACK has
been received (“YES”), it indicates that the relevant access
routers have been updated with the state change information.
If an ACK has not been received (“NO”) a determination is
made, at 308, whether a predetermined period has elapsed.
The period can be measured utilizing any means (e.g., time,
algorithm). If the period has not elapsed (“NO”), the method
continues, at 306, for a determination whether an ACK has
been received. The ACK may be an actual acknowledgment
of the message or it may be a subset of the message sent, at
304. If the period has elapsed (“YES”) (e.g., timer has timed
out), it indicates that there has been a communication failure
and the method continues at 304, where another message is
sent to an access router. The message may include a routing
different from the original routing, if a routing was provided.
In some embodiments, the message may include a request for
an ACK from each access router, rather than one ACK from
the last access router that receives the message. An ACK,
from each access router would provide an indication of which
access router has experienced a communication failure. The
communication failure can be the result of a multitude of
conditions including an incorrect address, a failure at one or
more access router, or another condition. It should be under-
stood the method can proceed from 308 to 304 or 306 any
number of times, until an ACK is received.
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FIG. 4 illustrates a methodology 400 for receiving a state
change notification and conveying at least a subset of the state
change information. At 402, an optional notification of a state
change is sent to a wireless device. The notification can be
sent if the wireless device is not aware that there has been a
state change (e.g., no message has been received from the
wireless device). It should be understood that in accordance
with some embodiments, there is no notification sent at 402
and the method begins at 404, where a message is received
from the wireless device. This can occur if the wireless device
is aware of the state change.

The message received, at 404, can include information
regarding the state change. In accordance with some embodi-
ments, the information regarding the state change can be
added to the message, such as by an access router that sent the
initial notification, at 402. Thus, in some embodiments, the
wireless terminal is not aware of the state that changed, only
that there was a change. The message received, at 404, should
include an indicator for at least two more access routers. The
indicator can be, for example an IP address, a CID or physical
layer address, a LLC identifier or link layer address, a net-
work address, or the like.

The state change information in the received message is
stored in the access router receiving the message. The indi-
cator for the access router can be marked as having received
and synchronized with the information or the indicator for the
access router can be removed from the message and, at 406,
the marked or remaining portion of the message can be routed
to one of the other access routers. The marked or remaining
portion of the message should include the identifier for the
other access routers and the state change information. In
accordance with some embodiments, an ACK is sent to the
wireless terminal at substantially the same time as the mes-
sage is forwarded to one of the other access routers identified
in the message.

FIG. 5 illustrates a methodology 500 for routing terminal
state information for synchronization between access routers.
At 502, a message that includes a state of a wireless terminal
is received. This message can be received from an access
router that directly received a message from the wireless
terminal. In some embodiments, the message is received from
an access router that received the information from another
access router, rather than directly from the wireless terminal.
The message can include an indicator for the access router
that received the message, at 502, and at least one other access
router to which the information should be communicated.
The state of the wireless terminal can be stored in a storage
medium or memory and should be in a readily retrievable
format.

At 504, an access router is identified through the indicator
included in the message and can be any access router included
in the message or it can be the next access router included in
the message (e.g., designated routing of the message). The
indicator of the access router can be marked as synchronized
with the message information or removed from the message
prior to the message being sent to the identified next access
router. In such a manner, the next access router receives the
state change information as well as the remaining access
routers that should receive the state change information and,
in some embodiments, can receive information regarding
access routers that have already been updated with the infor-
mation. Thus, the message sent, at 506, includes only a por-
tion or subset of the originally received message. In some
embodiments, the next access router contains a message that
includes the access routers that have already received the
information.
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FIG. 6 illustrates a methodology 600 for synchronizing a
terminal state and providing an acknowledgment upon suc-
cessful receipt of the state information. The method 600
starts, at 602, when a message is received at an access router
from another access router. The message can include an indi-
cator of the access router receiving the message and a state of
a wireless terminal. The state of the wireless terminal is
retained by the access router and, at 604, a determination is
made whether there is at least another access router indicator
(e.g., address) included in the message.

If there is another access router indicator in the message
(“YES”), it indicates that other access routers still need to be
synchronized with the wireless terminal state information.
The message is forwarded to the next access router, at 606,
wherein the indicator of the current access router can be
marked as having been synchronized or simply removed prior
to forwarding the message. If there is no other access router
indicated in the message (“NO”), an acknowledgment (ACK)
is sent to the wireless terminal, at 608. In accordance with
some embodiments, the ACK is the state of the wireless
terminal. For example, the message can include indicators for
the access routers and an indicator for the wireless terminal.
The routing of the message would traverse the access routers
and then be routed to the wireless terminal. The wireless
terminal, upon receiving the state information confirms that
this state information was already sent to its access routers,
and thus, infers that there is state synchronization between its
access routers. Thus, the ACK does not necessarily have to
indicate that the message has been successfully received by
each access router.

FIG. 7 illustrates a wireless communications system 700
for synchronization of state information between multiple
access routers. System 700 includes a wireless terminal 702
capable of communicating with multiple access routers at
substantially the same time without the need for a handoff
between access routers. As illustrated, wireless terminal 702
can communicate with a first access router (Access Router, )
704, a second access router (Access Router,) 706, and at least
a third access router (Access Router,,) 708, wherein N is an
integer equal to or greater than one.

If an access router 704, 706, or 708 detects a state change
of wireless terminal 702, the access router can send a notifi-
cation to wireless terminal 702, at 710. However, in some
embodiments, wireless terminal 702 is aware of the state
change and does not need notification 710 from access router
704. It should be understood that while access router 704 is
illustrated as notifying wireless terminal 702 and/or receiving
a message from wireless terminal 702, such notification and/
or receipt can be performed by the other access routers 706
and/or 708.

Wireless terminal 702 can send a message, at 712, to access
router 704. The message can include the changed state infor-
mation and a listing of other access routers to which wireless
terminal 702 communicates. If the message does not include
the state change information, the message 712 should be sent
to the access router 704 aware of the change (e.g., the access
router that notified wireless terminal that there was a state
change). Wireless terminal 702 does not need to know what
state changed, only that there was a state change. In some
embodiments, the message can include an encryption key
and/or timers associated with an encryption key. Included in
the message can be a resource reservation protocol.

At substantially the same time as receiving the message
712, access router 704 retains information 714 regarding the
state. Access router also identifies the access routers that
should receive the state information and sends an individual
communication 716 and 718 to each identified access router
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706 and 708. Information 720 and 722 regarding the state is
retained by each access router 706 and 708. For example,
access router 704 can receive a message from wireless termi-
nal 702 indicating a state change and a listing of three access
routers (704, 706, and 708). If access router 704 received the
message from wireless terminal, access router 704 identities
access routers 706 and 708 as those access routers that should
receive the state information. Thus, access router 704 would
send a message that includes the state change information to
access router 706 and a second message that includes the state
change information to access router 708. The message sent to
routers 706 and 708 does not have to include specific access
router information.

In some embodiments, access router 704 receives a confir-
mation or acknowledgment 724, 726 from access router 706
and access router 708. Access router 704 can utilize acknowl-
edgments 724, 726 to define when to send an acknowledg-
ment (ACK) 716 to wireless terminal 702 after all access
routers receive and synchronize the terminal state informa-
tion. If an ACK is not received at wireless terminal 702 before
expiration of a pre-determined interval, a subsequent mes-
sage may be sent to the same or different access router 704.
The expiration of the pre-determined interval indicates a
communication failure at one or more access router, and
therefore, the access routers may not have been synchronized
with the terminal state information. However, in accordance
with other embodiments, an ACK 716 is not sent to wireless
terminal 702.

FIG. 8 illustrates another embodiment of a wireless com-
munications system 800 for synchronization of state infor-
mation between multiple access routers at the system core.
System 800 includes a wireless terminal 802 that can com-
municate within one or more geographic cells, labeled Cell A
804, Cell B 806, and Cell Z 808. Each cell 804, 806, 808 can
have one or more base stations. For example, Cell A 804
includes Base Station, , 810 and Base Station,, 12, Cell B
806 includes Base Station, ; 814 and Base Station,z 816, and
Cell 7Z 808 includes Base Station, , 818 and Base Station,,
820, wherein V is an integer greater than or equal to zero.

The base stations 810-820 communicate through respec-
tive wireless networks 822, 824, and 826 to respective access
routers 828, 830, and 832 that are located at the system 800
core. In order to provide a consistent user experience, each
access router 828, 830, and 832 should include a replicate of
a state of the wireless terminal (e.g., synchronized with
respect to the state). When a state changes, wireless terminal
802 may be aware of the change and automatically send a
message 834 an access router, such as access router 830
through one of its base stations, such as base station 814. It
should be understood that the message can be sent to any
access router 828, 830, or 832 through one of its respective
base stations 810-820.

In some embodiments, wireless terminal 802 is not aware
of'the state change and, therefore, receives a notification 836
that a state has changed from an access router through a base
station, illustrated as base station 818. If wireless terminal
802 sends message 834 to an access router (through its
respective base station) that sent notification 836, message
834 does not need to include the state change. If however, as
illustrated, message 834 is sent to access router that did not
send notification 836, the message 834 should include the
state change information. Message 834 should contain a list-
ing of access routers to which wireless terminal 802 can be in
communication without handoff (e.g., access routers 828,
830, and 832).

Message 834 is relayed to access router 830 and the state
change 838 is retained by access router 830 in a retrievable
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format. Access router 830 can identify those access routers
828 and 832 that should receive the state change information,
base on the information contained in message 834 and can
forward at least a portion of the message 834 containing the
state change information to these identified access routers
828 and 832, as illustrated at 840 and 842. At substantially the
same time as receiving the messages 840 and 842, each access
router 828 and 832 stores a portion of the state change infor-
mation 844 and 846.

In some embodiments, each access router 828 and 832
sends an acknowledgment 848, 850 to access terminal 830
upon successful receipt of the state change information sent
in messages 840 and 842. Access router 830 can send an
acknowledgment 852 to wireless terminal 802 through base
station 814 (or a different base station) upon receipt of the
acknowledgment 848, 850 from each access router 828 and
832 or at substantially the same time as sending each access
router 828 and 832 a portion of the message. In accordance
with some embodiments, wireless terminal 802 does not
receive an acknowledgment 852.

With reference now to FIG. 9, illustrated is a methodology
900 for communicating state information for synchronization
of access routers. The method 900 starts at 902 where a
notification is received indicating a state change. This notifi-
cation can be received from an access router having an active
link with a wireless terminal. In accordance with some
embodiments, the wireless terminal is aware of a state change
a notification is not sent from an access router. In such
embodiments, method 900 starts, at 904, where a message is
sent to an access router, the message includes an indicator for
at least two other access routers that communicate with wire-
less terminal. If wireless terminal received a notification of
the state change and the message is sent to the access router
that notified wireless terminal, the message does not need to
include the state change. If, however, the wireless terminal
did not receive a notification or if the message is sent to an
access router different from the access router that sent the
notification, the message should include information regard-
ing the state that changed.

The method 900 continues, at 906, where a determination
is made whether an acknowledgment is received. If the
acknowledgment is received (“YES”), the method ends. If an
acknowledgment is not received (“NO”), a determination is
made, at 908, whether a pre-determined interval has expired.
Such a pre-determined interval can take into account the
amount of time needed to communicate with the various
access routers to which wireless terminal has a link. The
pre-determined interval can take into account the number of
access routers as well as the number of wireless terminals
serviced by such access routers. The pre-determined interval
can also consider various other parameters including a com-
munication speed, historical information regarding the
response time for an acknowledgment, as well as other fac-
tors. It should be understood that in accordance with some
embodiments, an acknowledgment is not received, thus, the
method does not track an expiration of a pre-determined
interval.

If the pre-determined interval has not expired (“NO”), the
method continues at 906 with a determination whether an
acknowledgment is received. If the pre-determined interval
has expired (“YES”) a subsequent message can be sent to the
same or a different access router, at 904. Expiration of the
pre-defined interval can indicate a communication failure or
other failure in the network, including defective access rout-
ers, overloaded access routers, access routers removed from
the network, or other network scenarios. It should be under-
stood that returning to 904 and/or 906 can be continuous, such

20

40

45

16

that any number of waiting periods can be entered or subse-
quent messages can be sent until an acknowledgment is
received, in accordance with those embodiments that utilize
an acknowledgment.

Turning now to FIG. 10, illustrated is a methodology 1000
for state synchronization of multiple access routers with
minimal communication from a wireless terminal. At 1002,
an optional notification of a state change is sent to a wireless
terminal. Such a notification can include information regard-
ing the state change or a generic state change notification
(e.g., anotification that a state changed but not the specifics of
the state change). For those embodiments in which a state
change notification is not sent to a wireless terminal, the
method 1000 begins at 1004, where a message is received
from a wireless terminal.

The message received at 1004 should include an address
for at least two other access routers with which wireless
terminal has acommunication link. The message received can
also include the state change information if the access router
receiving the message did not send the wireless terminal a
state change notification. The access router that received the
message identifies the other terminals that should receive the
state information for synchronization in order to provide the
user of the wireless device with a consistent user experience.
Atleast a portion of the message that includes the state change
information is sent to the other access routers identified in the
received message, at 1006. The same message or individual
messages can be sent to the other access routers.

At 1008, an acknowledgment is received from the other
access routers in response to the message sent, at 1006. Upon
receipt of the acknowledgment(s), the method 1000 contin-
ues, at 1010, with an optional acknowledgment sent to wire-
less terminal. Such an acknowledgment can notity wireless
terminal that the access routers are synchronized with respect
to the wireless terminal state. In some embodiments, an
acknowledgment is not sent to the wireless terminal.

FIG. 11 illustrates a wireless device 1100 that communi-
cates with an access router in accordance with the various
embodiments. Wireless device 1100 includes a transmitter
1102 that can be configured to send a message to various
devices including an access router. For example, the informa-
tion conveyed can include a listing of access routers that
wireless device 1100 communicates or it can be a multi-hop
message that indicates a particular routing that the sent infor-
mation could traverse. An optional formatter 1104 can be
configured to include state change information in the message
or an address of the wireless device 1100, or other informa-
tion that should be retained by an access router.

Wireless device 1000 also includes a receiver 1106 that can
be configured to acquire various messages or subsets of mes-
sages, such as areturn message. Receiver 1106, in accordance
with some embodiments, can receive an acknowledgment
that indicates state synchronization among access routers that
were indicated in a message sent by transmitter 1102.
Receiver 1106 can also be configured to acquire a state
change notification from an access router or other network
device.

An optional monitor 1108 can be included in wireless
device 1100 that can track a predetermined interval that
begins when a message is sent to an access router and ends
when an acknowledgment is received in response to the mes-
sage. [fthe acknowledgment is not received before expiration
of'the predetermined interval, a communication failure can be
inferred. A subsequent message can be sent if a communica-
tion failure results.

FIG. 12 illustrates an access router 1200 that facilitates
state synchronization. Access router 1200 can include a
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receiver 1202, a configurer 1204, and a transmitter 1206 that
can convey information to various devices (e.g., wireless
terminals, access routers). Receiver 1202 can be configured to
receive from a wireless device a message that includes access
router information. The message from the wireless device can
also include state change information, an acknowledgment
request, or other information. Receiver 1202 can also be
configured to accept information from other access routers,
wherein such information can be state information, a reply to
a previously sent message and/or an acknowledgment.

Configurer 1204 can modify a message received from a
wireless device and/or an access router. For example, if the
message does not include state information, configurer may
append the message with the information. Thus, when the
message is sent to one or more other access routers, through
transmitter 1206, the other access routers can automatically
be updated with the state information. Configurer 1204 can
also update or remove various information from the message
prior to the message being transmitted to an access router
and/or wireless device. Configurer 1204 can further reformat
a message depending on the intended recipient.

FIG. 13 illustrates a block diagram of an apparatus 1300 for
state change synchronization. Apparatus 1300 is represented
as functional blocks, which can be functional blocks that
represent functions implemented by a processor, software or
combination thereof (e.g., firmware).

Apparatus 1300 includes a logical module 1302 for con-
veying a message to a first access router. The message can
include an address of the first access router and an address for
at least a second access router. Also included is a logical
module 1304 for accepting at least a subset of the message
from the second access router. The subset of the message can
be an acknowledgment.

In some embodiments, apparatus 1300 can include a logi-
cal module 1306 for receiving a state change notification.
Such a notification can be a state change of a wireless termi-
nal. In some embodiments, apparatus 1300 includes a logical
module 1308 for transmitting a state of the wireless terminal
with the first message sent by logical module 1302. Apparatus
1300 can include, in some embodiments, a logical module
1310 for including in the first message an address for the
apparatus 1300.

FIG. 14 illustrates a block diagram of an apparatus 1400 for
synchronizing access routers with wireless terminal state
change information. It should be noted that apparatus 1400 is
represented as functional blocks, which can be functional
blocks that represent functions implemented by a processor,
software or combination thereof (e.g., firmware).

Included in apparatus 1400 is a logical module 1402 for
acquiring a message from a wireless terminal. The message
can include an address for a first access router, an address for
a second access router, and an address for at least a third
access router. Also included in the message can be a destina-
tion address for the wireless terminal. A logical module 1404
for communicating at least a subset of the message to the
second access router is included in apparatus 1400.

In some embodiments, apparatus 1400 can include a logi-
cal module 1406 for removing the address for the first access
router from the message and a logical module 1408 for
appending a state change of the wireless terminal to the mes-
sage. In accordance with some embodiments, apparatus 1400
includes a logical module 1410 for notifying the wireless
terminal of a state change (e.g., a terminal identification, a
quality of service configuration, an authorization parameter, a
timer associated with system use, a condition of a link) and a
logical module 1412 for maintaining the state change for a
subsequent communication with the wireless terminal.
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FIG. 15 illustrates a block diagram of an apparatus 1500
that facilitates performance consistency of a wireless device.
Apparatus 1500 is represented as functional blocks, which
can be functional blocks that represent functions imple-
mented by a processor, software or combination thereof (e.g.,
firmware).

Apparatus 1500 can include various logical modules to
facilitate performance consistency. A logical module 1502 for
accepting at a first access router a message from a second
access router is included. The message can include a changed
state of a wireless device, an address for the first access router,
and an address for at least a third access router. In some
embodiments, the message can include an identifier or
address of the wireless device. Apparatus 1500 can also
include a logical module 1504 for conveying at least a subset
of the message to the third access router.

In some embodiments, apparatus 1500 can include a logi-
cal module 1506 for capturing or storing the changed state of
the wireless device. Also included can be a logical module
1508 for applying the changed state to a subsequent commu-
nication with the wireless device.

FIG. 16 illustrates a block diagram of an apparatus 1600
that facilitates synchronization of wireless state information
at an access router. Apparatus 1600 is represented as func-
tional blocks, which can be functional blocks that represent
functions implemented by a processor, software or combina-
tion thereof (e.g., firmware).

Apparatus 1600 can include a logical module 1602 for
accepting at a first access router a communication from a
second access router. The message can include an address of
the first access router and a state of the wireless device. Also
included can be a logical module 1604 for transmitting an
acknowledgment of the communication to the wireless
device.

In some embodiments, apparatus 1600 can include a logi-
cal module 1606 for maintaining the state of the wireless
terminal at the first access router and a logical module 1608
for applying the state of the wireless device during a subse-
quent communication with the wireless device. In some
embodiments, apparatus 1600 includes a logical module
1610 for removing the address of the first access router from
the message prior to transmitting the acknowledgment to the
wireless device.

Apparatus 1600 includes, in accordance with some
embodiments, a logical module 1612 for determining if the
message includes a second address for a third access router.
Also included can be a logical module 1614 for communicat-
ing at least a subset of the message to the third access router.

FIG. 17 illustrates an exemplary communications system
1700 implemented in accordance with the various embodi-
ments. Communications system 1700 includes multiple cells,
labeled Cell 1 1702 and Cell M 1704, wherein M is an integer
greater to or equal to one. Neighboring cells 1702, 1704 can
overlap slightly, as indicated by cell boundary region 1768,
thereby providing the potential for signal interference
between signals being transmitted by base stations in neigh-
boring cells. Each cell 1702, 1704 of exemplary system 1700
includes three sectors. Cells which have not been subdivided
into multiple sectors (N=1), cells with two sectors (N=2) and
cells with more than three sectors (N>3) are also possible in
communications system 1700. Cell 1 1702 includes a first
sector, sector 1 1710, a second sector, sector 2 1712, and a
third sector, sector 3 1714. Each sector 1710,1712, 1714 has
two sector boundary regions; each boundary region is shared
between two adjacent sectors. Sector boundary regions pro-
vide the potential for signal interference between signals
being transmitted by base stations in neighboring sectors.
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Line 1716 represents a sector boundary region between sector
11710 and sector 2 1712; line 1718 represents a sector bound-
ary region between sector 2 1712 and sector 3 1714; line 1720
represents a sector boundary region between sector 3 1714
and sector 1 1710. Similarly, cell M 1704 includes a first
sector, sector 1 1722, a second sector, sector 2 1724, and a
third sector, sector 3 1726. Line 1728 represents a sector
boundary region between sector 1 1722 and sector 2 1724;
line 1730 represents a sector boundary region between sector
2 1724 and sector 3 1726; line 1732 represents a boundary
region between sector 3 1726 and sector 1 1722.

Cell 1 1702 includes a base station (BS), base station 1
1706, and a plurality of end nodes (ENs) in each sector 1710,
1712, 1714, Sector 1 1710 includes EN(1) 1736 and EN(X)
1738 coupled to BS 1706 through wireless links 1740, 1742,
respectively; sector 2 1712 includes EN(1') 1744 and EN(X")
1746 coupled to BS 1706 through wireless links 1748, 1750,
respectively; sector 31726 includes EN(1") 1752 and EN(X")
1754 coupled to BS 1706 through wireless links 1756, 1758,
respectively. Similarly, cell M 1704 includes base station M
1708, and a plurality of end nodes (ENs) in each sector 1722,
1724, 1726. Sector 1 1722 includes EN(1) 1736' and EN(X)
1738' coupled to BS M 1708 through wireless links 1740,
1742', respectively; sector 2 1724 includes EN(1') 1744' and
EN(X") 1746' coupled to BS M 1708 through wireless links
1748', 1750, respectively; sector 3 1726 includes EN(1")
1752' and EN(X") 1754' coupled to BS 1708 through wireless
links 1756', 1758', respectively.

System 1700 also includes a network node 1760 which is
coupled to BS1 1706 and BS M 1708 through network links
1762, 1764, respectively. Network node 1760 is also coupled
to other network nodes, (e.g., other base stations, AAA server
nodes, intermediate nodes, routers, and the like) and the Inter-
net through network link 1766. Network links 1762, 1764,
1766 may be, for example, fiber optic cables. Each end node
(e.g. EN 1 1736) may be a wireless terminal including a
transmitter as well as a receiver. The wireless terminals (e.g.,
EN(1) 1736) may move through system 1700 and may com-
municate through wireless links with the base station in the
cell in which the EN is currently located. The wireless termi-
nals, (WTs) (e.g. EN(1) 1736) may communicate with peer
nodes (e.g., other WTs in system 1700 or outside system
1700) through a base station (e.g., BS 1706) and/or network
node 1760. WTs (e.g., EN(1) 1736) may be mobile commu-
nications devices such as cell phones, personal data assistants
with wireless modems, etc.

Each base station performs tone subset allocation using a
different method for the strip-symbol periods, from a method
employed for allocating tones and determining tone hopping
in the rest symbol periods (e.g., non strip-symbol periods).
The wireless terminals can use a tone subset allocation
method along with information received from the base sta-
tion, (e.g. base station slope ID, sector ID information) to
determine the tones that they can use to receive data and
information at specific strip-symbol periods. The tone subset
allocation sequence is constructed, to spread the inter-sector
and inter-cell interference across each of the tones.

FIG. 18 illustrates an exemplary base station implemented
in accordance with the embodiments presented herein. Exem-
plary base station 1800 can implement a tone subset alloca-
tion sequence, with different tone subset allocation sequences
generated for each different sector type of the cell. Base
station 1800 may be used as any one of the base stations 1706,
1708 of the system 1700 of FIG. 17. The base station 1800
includes a receiver 1802, a transmitter 1804, a processor
1806, (e.g., CPU), an input/output interface 1807, a state
management module 1808, a state management data 1809,
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and memory 1810 which are coupled by a bus 1809 over
which the various elements 1802, 1804, 1806, 1807, and 1810
may interchange data and information.

Sectorized antenna 1803 coupled to receiver 1802 is used
for receiving data and other signals (e.g., state information,
access router listing) from wireless terminals transmissions
from each sector within the base station’s cell. Sectorized
antenna 1805 coupled to transmitter 1804 is used for trans-
mitting data and other signals, (e.g., control signals, pilot
signal, beacon signals, etc.) to wireless terminals 1900 (see
FIG. 19) within each sector of the base station’s cell. In
various embodiments, base station 1800 may employ mul-
tiple receivers 1802 and multiple transmitters 1804, (e.g., an
individual receiver 1802 for each sector and an individual
transmitter 1804 for each sector). The processor 1806, may
be, for example, a general purpose central processing unit
(CPU). Processor 1806 controls operation of the base station
1800 under direction of one or more routines 1818 stored in
memory 1810 and implements the disclosed methodologies.
Input/Output (I/0) interface 1807 provides a connection to
other network nodes, coupling the base station 1800 to other
base stations, access routers, AAA server nodes, etc., other
networks, and the Internet. State management module 1808
can send and/or receive messages for state synchronization.
State management data 1809 can include information regard-
ing the state data, keys, QoS, wireless terminal identifier, and
the like.

Memory 1810 includes routines 1818 and data/informa-
tion 1820. Data/information 1820 includes data 1836, tone
subset allocation sequence information 1838 including
downlink strip-symbol time information 1840 and downlink
tone information 1842, and wireless terminal (WT) data/info
1844 including a plurality of sets of WT information: WT 1
info 1846 and WT Ninfo 1860. Each set of WT info, (e.g., WT
1 info 1846) includes data 1848, terminal ID 1850, sector ID
1852, uplink channel information 1854, downlink channel
information 1856, and mode information 1858.

Routines 1818 include communications routines 1822 and
base station control routines 1824. Base station control rou-
tines 1824 includes a scheduler module 1826 and signaling
routines 1828 including a tone subset allocation routine 1830
for the strip-symbol periods, other downlink tone allocation
hopping routine 1832 for the rest of symbol periods, (e.g., non
strip-symbol periods), and a beacon routine 1834.

Data 1836 includes data to be transmitted that will be sent
to encoder 1814 of transmitter 1804 for encoding prior to
transmission to WTs, and received data from WTs that has
been processed through decoder 1812 of receiver 1802 fol-
lowing reception. Downlink strip-symbol time information
1840 includes the frame synchronization structure informa-
tion, such as the superslot, beaconslot, and ultraslot structure
information and information specifying whether a given sym-
bol period is a strip-symbol period, and if so, the index of the
strip-symbol period and whether the strip-symbol is a reset-
ting point to truncate the tone subset allocation sequence used
by the base station. Downlink tone information 1842 includes
information including a carrier frequency assigned to the base
station 1800, the number and frequency of tones, and the set
of'tone subsets to be allocated to the strip-symbol periods, and
other cell and sector specific values such as slope, slope index
and sector type.

Data 1848 may include data that WT1 1900 has received
from a peer node, data that WT 1 1900 desires to be transmit-
ted to a peer node, and downlink channel quality report feed-
back information. Terminal ID 1850 is a base station 1800
assigned ID that identifies WT 1 1900. Sector ID 1852
includes information identifying the sector in which WT1
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1900 is operating. Sector ID 1852 can be used, for example,
to determine the sector type. Uplink channel information
1854 includes information identifying channel segments that
have been allocated by scheduler 1826 for WT1 1900 to use
(e.g., uplink traffic channel segments for data, dedicated
uplink control channels for requests, power control, timing
control, etc.).

Eachuplink channel assigned to WT1 1900 includes one or
more logical tones, each logical tone following an uplink
hopping sequence. Downlink channel information 1856
includes information identifying channel segments that have
been allocated by scheduler 1826 to carry data and/or infor-
mation to WT1 1900 (e.g., downlink traffic channel segments
for user data). Each downlink channel assigned to WT1 1900
includes one or more logical tones, each following a downlink
hopping sequence. Mode information 1858 includes informa-
tion identifying the state of operation of WT1 1900, (e.g.
sleep, hold, on).

Communications routines 1822 control the base station
1800 to perform various communications operations and
implement various communications protocols. Base station
control routines 1824 are used to control the base station 1800
to perform basic base station functional tasks (e.g., signal
generation and reception, scheduling, and to implement the
steps of the various methodologies including transmitting
signals to wireless terminals using tone subset allocation
sequences during the strip-symbol periods.

Signaling routine 1828 controls the operation of receiver
1802 with its decoder 1812 and transmitter 1804 with its
encoder 1814. The signaling routine 1828 is responsible con-
trolling the generation of transmitted data 1836 and control
information. Tone subset allocation routine 1830 constructs
the tone subset to be used in a strip-symbol period using the
disclosed methodologies and data/info 1820 including down-
link strip-symbol time info 1840 and sector 1D 1852. The
downlink tone subset allocation sequences will be different
for each sector type in a cell and different for adjacent cells.

The WTs 1900 receive the signals in the strip-symbol peri-
ods in accordance with the downlink tone subset allocation
sequences; the base station 1800 uses the same downlink tone
subset allocation sequences in order to generate the transmit-
ted signals. Other downlink tone allocation hopping routine
1832 constructs downlink tone hopping sequences, using
information including downlink tone information 1842, and
downlink channel information 1856, for the symbol periods
other than the strip-symbol periods. The downlink data tone
hopping sequences are synchronized across the sectors of a
cell. Beacon routine 1834 controls the transmission of a bea-
con signal (e.g., a signal of relatively high power signal con-
centrated on one or a few tones), which may be used for
synchronization purposes (e.g., to synchronize the frame tim-
ing structure of the downlink signal and therefore the tone
subset allocation sequence with respect to an ultra-slot
boundary).

FIG. 19 illustrates an exemplary wireless terminal (end
node) 1900 which can be used as any one of the wireless
terminals (end nodes) (e.g., EN(1) 1736, of the system 1700
shown in FIG. 17. Wireless terminal 1900 implements tone
subset allocation sequences. The wireless terminal 1900
includes a receiver 1902 includes a decoder 1912, a transmit-
ter 1903 including an encoder 1914, a state management
module 1904 that can send/receive messages for state syn-
chronization. Wireless terminal 1900 also includes a state
management data 1905 that can include information regard-
ing the state data, keys, QoS, wireless terminal identifier, and
the like, and a processor 1906, and memory 1908 which are
coupled by a bus 1910 over which the various elements 1902,
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1903, 1904,1905, 1906, 1908 can interchange data and infor-
mation. An antenna 1903 used for receiving signals from a
base station 1800 is coupled to receiver 1902. An antenna
1905 used for transmitting signals (e.g., to base station 1800)
is coupled to transmitter 1903.

The processor 1906, (e.g., a CPU) controls the operation of
the wireless terminal 1900 and implements methods by
executing routines 1920 and using data/information 1922 in
memory 1908. Data/information 1922 includes user data
1934, user information 1936, and tone subset allocation
sequence information 1950. User data 1934 may include data,
intended for a peer node, which will be routed to encoder
1914 for encoding prior to transmission by transmitter 1903
to base station 1800, and data received from the base station
1800 which has been processed by the decoder 1912 in
receiver 1902. User information 1936 includes uplink chan-
nel information 1940, downlink channel information 1938,
terminal ID information 1942, base station ID information
1944, sector 1D information 1946, and mode information
1948.

Uplink channel information 1940 includes information
identifying uplink channels segments that have been assigned
by base station 1800 for wireless terminal 1900 to use when
transmitting to the base station 1900. Uplink channels may
include uplink traffic channels, dedicated uplink control
channels (e.g., request channels, power control channels and
timing control channels). Each uplink channel includes one or
more logic tones, each logical tone following an uplink tone
hopping sequence. The uplink hopping sequences are differ-
ent between each sector type of a cell and between adjacent
cells. Downlink channel information 1938 includes informa-
tion identifying downlink channel segments that have been
assigned by base station 1800 to WT 1900 for use when BS
1800 is transmitting data/information to WT 1900. Downlink
channels may include downlink traffic channels and assign-
ment channels, each downlink channel including one or more
logical tone, each logical tone following a downlink hopping
sequence, which is synchronized between each sector of the
cell.

Userinfo 1936 also includes terminal ID information 1942,
which is a base station 1800 assigned identification, base
station ID information 1944 that identifies the specific base
station 1800 that WT has established communications with,
and sector ID info 1946, which identifies the specific sector of
the cell where WT 1800 is presently located. Base station 1D
1944 provides a cell slope value and sector 1D info 1946
provides a sector index type; the cell slope value and sector
index type may be used to derive the uplink tone hopping
sequences. Mode information 1948 also included in user info
1936 identifies whether the WT 1900 is in sleep mode, hold
mode, or on mode.

Tone subset allocation sequence information 1950
includes downlink strip-symbol time information 1952 and
downlink tone information 1954. Downlink strip-symbol
time information 1952 include the frame synchronization
structure information, such as the superslot, beaconslot, and
ultraslot structure information and information specitying
whether a given symbol period is a strip-symbol period, and
if so, the index of the strip-symbol period and whether the
strip-symbol is a resetting point to truncate the tone subset
allocation sequence used by the base station. Downlink tone
info 1954 includes information including a carrier frequency
assigned to the base station 1800, the number and frequency
of tones, and the set of tone subsets to be allocated to the
strip-symbol periods, and other cell and sector specific values
such as slope, slope index and sector type.
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Routines 1920 include communications routines 1924 and
wireless terminal control routines 1926. Communications
routines 1924 control the various communications protocols
used by WT 1900. Wireless terminal control routines 1926
controls basic wireless terminal 1900 functionality including
the control of the receiver 1902 and transmitter 1903. Wire-
less terminal control routines 1926 include the signaling rou-
tine 1928. The signaling routine 1928 includes a tone subset
allocation routine 1930 for the strip-symbol periods and an
other downlink tone allocation hopping routine 1932 for the
rest of symbol periods e.g., non strip-symbol periods). Tone
subset allocation routine 1930 uses user data/info 1922
including downlink channel information 1940, base station
1D info 1944 (e.g., slope index and sector type), and downlink
tone information 1954 in order to generate the downlink tone
subset allocation sequences and process received data trans-
mitted from base station 1800. Other downlink tone alloca-
tion hopping routine 1930 constructs downlink tone hopping
sequences, using information including downlink tone infor-
mation 1954, and downlink channel information 1940, for the
symbol periods other than the strip-symbol periods. Tone
subset allocation routine 1930, when executed by processor
1906, is used to determine when and on which tones the
wireless terminal 1900 is to receive one or more strip-symbol
signals from the base station 1800. The uplink tone allocation
hopping routine 1930 uses a tone subset allocation function
along with information received from the base station 1800,
to determine the tones in which it should transmit on.

It is to be understood that the embodiments described
herein may be implemented by hardware, software, firmware,
middleware, microcode, or any combination thereof. When
the systems and/or methods are implemented in software,
firmware, middleware or microcode, program code or code
segments, they may be stored in a machine-readable medium,
such as a storage component. A code segment may represent
a procedure, a function, a subprogram, a program, a routine,
a subroutine, a module, a software package, a class, or any
combination of instructions, data structures, or program state-
ments. A code segment may be coupled to another code
segment or a hardware circuit by passing and/or receiving
information, data, arguments, parameters, or memory con-
tents. Information, arguments, parameters, data, etc., may be
passed, forwarded, or transmitted using any suitable means
including memory sharing, message passing, token passing,
network transmission, etc.

For a software implementation, the techniques described
herein may be implemented with modules (e.g., procedures,
functions, and so on) that perform the functions described
herein. The software codes may be stored in memory units
and executed by processors. The memory unit may be imple-
mented within the processor or external to the processor, in
which case it can be communicatively coupled to the proces-
sor through various means as is known in the art.

What has been described above includes examples of one
ormore embodiments. It is, of course, not possible to describe
every conceivable combination of components or methodolo-
gies for purposes of describing the aforementioned embodi-
ments, but one of ordinary skill in the art may recognize that
many further combinations and permutations of various
embodiments are possible. Accordingly, the described
embodiments are intended to embrace all such alterations,
modifications and variations that fall within the spirit and
scope of the appended claims. Furthermore, to the extent that
the term “includes” is used in either the detailed description or
the claims, such term is intended to be inclusive in a manner
similar to the term “comprising” as “comprising” is inter-
preted when employed as a transitional word in a claim.
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What is claimed is:

1. A method for a state change synchronization with multi-
party handshake, the method comprising:

sending, from a wireless terminal, a first message to a first
access router, wherein the first message includes a first
indicator that identifies the first access router and a sec-
ond indicator that identifies a second access router; and

receiving, at the wireless terminal, an acknowledgment of
the first message from the second access router,

wherein the wireless terminal is an end node, and

wherein a state change is a change in a state of the wireless
terminal, and the first message indicates that there is the
state change.

2. The method of claim 1, further comprising receiving, at
the wireless terminal, a notification of the state change from
the first access router before the sending the first message.

3. The method of claim 1, further comprising including, by
the wireless terminal, the state of the wireless terminal in the
first message.

4. The method of claim 3, wherein the state of the wireless
terminal is at least one of a condition of a link between the
wireless terminal and the first access router, a terminal iden-
tification, a security key, a quality of service configuration, an
authorization parameter, and a timer associated with system
use.

5. The method of claim 1, further comprising:

determining, by the wireless terminal, whether a pre-de-
fined period has elapsed before the acknowledgment of
the first message is received; and

resending, from the wireless terminal, the first message to
the first access router if the pre-defined period has
elapsed before the acknowledgment is received.

6. The method of claim 1,

wherein the first access router is one of a base station, an
access point, a packet data serving node (PDSN), and a
gateway general packet radio services (GPRS) support
node, and

wherein the second access router is one of a base station, an
access point, a packet data serving node (PDSN), and a
gateway general packet radio services (GPRS) support
node.

7. The method of claim 1, wherein sending the first mes-

sage comprises sending the first message over an air link.

8. An apparatus that facilitates a state synchronization
among a plurality of access routers, the apparatus comprising:

a processor configured to transmit a communication to a
first access router, wherein the communication includes
a first address of a first access router and a second
address of a second access router; and

areceiver configured to receive a completion message from
the second access router,

wherein the apparatus a wireless terminal which is an end
node, and

wherein a state change is a change in a state of the appa-
ratus, and the communication indicates that there is the
state change.

9. The apparatus of claim 8, further comprising a memory
configured to store information related to a plurality of access
routers in communication with the apparatus.

10. The apparatus of claim 8, further comprising:

a monitor configured to determine whether a specified
period has elapsed before the completion message is
received,

wherein the processor is configured to send a second com-
munication to the first access router if the specified
period has elapsed before the completion message is
received,
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wherein the second communication indicates that there is

the state change.

11. The apparatus of claim 8, wherein the communication
includes the state of the apparatus.

12. The apparatus of claim 8, wherein the processor is
configured to transmit the communication in response to a
notification of the state change received from the first access
router.

13. The apparatus of claim 8, wherein the processor is
configured to include an address of the apparatus in the com-
munication.

14. The apparatus of claim 8, wherein the completion mes-
sage is an acknowledgment of the communication indicating
that the first and second access routers have been updated
with state change information of the wireless terminal.

15. An apparatus for a state change synchronization, the
apparatus comprising:

means for conveying a first message to a first access router,

wherein the first message includes a first address of the
first access router and a second address of a second
access router; and

means for accepting at least a subset of the first message

from the second access router,

wherein the apparatus is a wireless terminal which is anend

node, and

wherein a state change is a change in a state of the appa-

ratus, and the first message indicates that there is the
state change.

16. The apparatus of claim 15, further comprising means
for receiving a notification of the state change from the first
access router prior to conveying the first message to the first
access router.

17. The apparatus of claim 15, further comprising means
for transmitting a state of the apparatus along with the first
message.

18. The apparatus of claim 15, further comprising means
for including in the first message a return address for the
apparatus.

19. The apparatus of claim 15, further comprising:

means for tracking an expiration of a specified period;

means for determining if the subset of the first message is

received from the second access router; and

means for conveying a second message to the first access

router, if the specified period has expired and the subset
of the first message is not received from the second
access router,

wherein the second message indicates that there is the state

change.

20. A non-transitory computer-readable medium having
stored thereon computer-executable instructions for updating
a plurality of access routers with state change information,
wherein the instructions comprise:

communicating, from a wireless terminal, a message to a

first access router, wherein the message includes a state
change of the wireless terminal, a first address of the first
access router, and a second address of a second access
router; and

receiving, at the wireless terminal, an acknowledgment of

the message from the second access router,

wherein the wireless terminal is an end node.

21. The non-transitory computer-readable medium of
claim 20, wherein the instructions further comprise including
a return address of the wireless terminal in the message.

22. The non-transitory computer-readable medium of
claim 20, wherein the instructions further comprise:

monitoring a defined interval until the acknowledgment is

received;
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identifying an expiration of the message if the defined
interval passes before the acknowledgment is received;
and

sending, from the wireless terminal, a second message to

the first access router, wherein the second message
includes the state change of the wireless terminal, the
first address of the first access router, and the second
address of the second access router.

23. A processor configured to execute computer-execut-
able instructions for communicating a state change to a plu-
rality of access routers, wherein the instructions comprise:

conveying a message to a first access router, wherein the

message includes a first address of the first access router,
a second address of a second access router, and a return
address of a wireless device, and

acquiring at least a subset of the message from the second

access router,

wherein the processor is a processor of the wireless device

which is an end node, and

wherein the state change is a change in a state of the

wireless device, and the message to the first access
router indicates that there is the state change.
24. The processor of claim 23, wherein the instructions
further comprise appending a changed state of the wireless
device to the message prior to conveying the message to the
first access router.
25. The processor of claim 23, wherein the instructions
further comprise:
determining if the subset of the message is acquired before
a specified interval has elapsed;

transmitting a second message to the first access router, if
the specified interval has elapsed, wherein the second
message includes the first address, the second address,
and the return address; and

receiving at least a subset of the second message from the

second access router.
26. A method for updating a plurality of access routers with
terminal state information, the method comprising:
receiving, at a first access router, a message from a wireless
device, the message including a first address of the first
access router, a second address of a second access router
and a third address of a third access router; and

routing at least a subset of the message to one of the second
access router and the third access router,
wherein the wireless device is an end node,
wherein a state change is a change in a state of the wireless
device, and the message received from the wireless
device indicates that there is the state change, and

wherein the subset of the message routed to the second
and/or the third access router includes the second
address and/or the third address.

27. The method of claim 26, further comprising sending a
state change notification to the wireless device, wherein the
message received at the first access router is a response to the
sent state change notification.

28. The method of claim 26, further comprising removing,
at the first access router, the first address from the message
before routing the subset of the message to the second access
router such that the subset of the message comprises the
message with the first address removed.

29. The method of claim 26, further comprising appending
the message with a state of the wireless device before sending
the subset of the message routed to the second and/or to the
third access router such that the subset of the message
includes the state of the wireless device.

30. A non-transitory computer-readable medium having
stored thereon computer-executable instructions for a state
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synchronization between a plurality of access routers utiliz-
ing multi-party handshake, wherein the instructions com-
prise:

accepting, at a first access router, a communication from a

wireless terminal, wherein the communication includes
a wireless terminal address, a first indicator that identi-
fies the first access router, a second indicator that iden-
tifies a second access router, and a third indicator that
identifies a third access router; and

transmitting at least a subset of the communication to the

second access router,

wherein the wireless terminal is an end node,

wherein a state change is a change in a state of the wireless

terminal, and the communication accepted from the
wireless terminal indicates that there is the state change,
and

wherein the subset of the message transmitted to the sec-

ond access router includes the state of the wireless ter-
minal and the second and third indicators.

31. The non-transitory computer-readable medium of
claim 30, wherein the instructions further comprise removing
the first indicator, at the first access router, from the commu-
nication prior to transmitting the subset of the communication
to the second access router.

32. The non-transitory computer-readable medium of
claim 30, wherein the instructions further comprise convey-
ing a state change notification to the wireless terminal,
wherein the communication is accepted in response to the
conveyed state change notification.

33. A processor that executes computer-executable instruc-
tions for a state change synchronization, wherein the instruc-
tions comprise:

receiving a message from a wireless terminal, wherein the

message includes a first address of a first access router, a
second address of a second access router, and a third
address of a third access router; and

conveying at least a subset of the message to the second

access router,

wherein the wireless terminal is an end node,

wherein the processor is a processor of the first access

router,

wherein a state change is a change in a state of the wireless

terminal, and the message received from the wireless

terminal indicates that there is the state change, and
wherein the subset of the message conveyed to the second

access router includes the second and third addresses.

34. The processor of claim 33, wherein the instructions
further comprise notifying the wireless terminal of the state
change, and the message is received in response to the noti-
fication.

35. The processor of claim 34, wherein the instructions
further comprise:

storing the state change in a retrievable format; and

applying the stored state change during a subsequent com-

munication.

36. The processor of claim 33, wherein the instructions
further comprise:

removing the first address from the message; and

including the state of the wireless terminal and a destina-

tion address of the wireless terminal in the subset of the
message prior to conveying the subset of the message to
the second access router.

37. An apparatus that facilitates state information synchro-
nization between access routers, the apparatus comprising:

aprocessor configured to receive a communication from a

previous access router, wherein the communication
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includes a state of a wireless device, a first address of a
first access router, and a second address of a second
access router;

a memory configured to store information related to the

state of the wireless device; and

a transmitter configured to transmit at least a portion of the

communication to the second access router,

wherein the wireless device is an end node,

wherein the apparatus is the first access router, and

wherein the portion of the communication transmitted to

the second access router includes the second address and
the state of the wireless device.

38. The apparatus of claim 37, further comprising a modi-
fier configured to mark the first address of the first access
router as synchronized prior to the portion of the communi-
cation being transmitted to the second access router.

39. The apparatus of claim 37, wherein the information
stored is a change to the state of the wireless device.

40. A non-transitory computer-readable medium having
stored thereon computer-executable instructions for state
synchronization among access routers, wherein the instruc-
tions comprise:

acquiring a communication at a first access router from a

previous access router, wherein the communication
includes a first identification of the first access router and
a second identification of a second access router, and a
state of a wireless device; and

transmitting, from the first access router, at least a subset of

the communication to the second access router,
wherein the wireless device is an end node, and

wherein the portion of the communication transmitted to

the second access router includes the second identifica-
tion and the state of the wireless device.

41. The non-transitory computer-readable medium of
claim 40, wherein the instructions further comprise storing
the state of the wireless device at the first access router.

42. The non-transitory computer-readable medium of
claim 40, wherein the instructions further comprise one of
removing the first identification from the communication and
marking the first identification as synchronized prior to trans-
mitting the subset of the communication.

43. An apparatus that facilitates a state synchronization of
a second access router, the apparatus comprising:

aprocessor configured to receive a message that from a first

access router, wherein the message includes a wireless
device state information of a wireless device;

a memory configured to store the wireless device state

information in a retrievable format; and

a transmitter configured to transmit at least a subset of the

message to the wireless device as an acknowledgment of
a successful receipt of the message,

wherein the wireless device is an end node, and

wherein the apparatus is the second access router.

44. The apparatus of claim 43, further comprising a modi-
fier configured to mark as synchronized an address of the
second access router included in the message prior to the
subset of the message being transmitted to the wireless
device.

45. The apparatus of claim 43, wherein the second access
router in communication with the wireless device.

46. A processor configured to execute computer-execut-
able instructions for a state synchronization of an access
router, wherein the instructions comprise:

accepting, at a second access router, a message from a first

access router, wherein the message includes an address
of the second access router and a changed state of a
wireless device; and
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outputting to the wireless device at least a subset of the

message,

wherein the wireless device is an end node, and

wherein the processor is a processor of the second access

router.

47. The processor of claim 46, wherein the instructions
further comprise modifying the message to mark the address
of the second access router as synchronized.

48. The processor of claim 46, wherein the instructions
further comprise modifying the message to include an
acknowledgment that the message was successfully received
at the first access router.

49. The method of claim 1, wherein the first access router
and the second access router are among a plurality of access
routers with which the wireless terminal can communicate
without a handoff.

50. The apparatus of claim 8, wherein the first access router
and the second access router are among the plurality of access
routers with which the apparatus can communicate without a
handoff.

51. The apparatus of claim 15, wherein the first access
router and the second access router are among a plurality of
access routers with which the apparatus can communicate
without a handoff.

52. The non-transitory computer-readable medium of
claim 20, wherein the first access router and the second access
router are among the plurality of access routers with which
the wireless terminal can communicate without a handoff.

53. The processor of claim 23, claim 20, wherein the first
access router and the second access router are among the
plurality of access routers with which the wireless device can
communicate without a handoff.
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54. The method of claim 26, wherein the first access router,
the second access router and the third access router are among
the plurality of access routers with which the wireless device
can communicate without a handoff.

55. The non-transitory computer-readable medium of
claim 30, wherein the first access router, the second access
router and the third access router are among a plurality of
access routers with which the wireless terminal can commu-
nicate without a handoff.

56. The processor of claim 33, wherein the first access
router, the second access router and the third access router are
among a plurality of access routers with which the wireless
terminal can communicate without a handoff.

57. The apparatus of claim 37, wherein the first access
router and the second access router are among a plurality of
access routers with which the wireless device can communi-
cate without a handoff.

58. The non-transitory computer-readable medium of
claim 40, wherein the first access router and the second access
router are among a plurality of access routers with which the
wireless device can communicate without a handoff.

59. The apparatus of claim 43, wherein the first access
router and the second access router are among a plurality of
access routers with which the wireless device can communi-
cate without a handoff.

60. The processor of claim 46, wherein the first access
router and the second access router are among a plurality of
access routers with which the wireless device can communi-
cate without a handoff.
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